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Abstract

The two-stage least squares approach is used to estimate the parameters of nonlinear regression models when there are correlated errors. This method is useful when the errors are correlated, and the first stage of the procedure involves estimating the correlation matrix using the residuals from the nonlinear regression model. The second stage is then used to estimate the parameters of the model. Results from simulations have shown that this approach can provide more accurate parameter estimates than other methods when the errors are correlated.
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Abstract

The two-stage least squares method is used to fit nonlinear regression models with correlated errors based on a stationary autoregressive process of order one. This method tends to underestimate the standard error of parameter estimates. Therefore, this paper presents modified two-stage least squares methods by using residuals from the one-way ANOVA model and estimating the correlation coefficient from the conditional least squares procedure to construct a weight matrix. These methods are used to estimate all parameters of nonlinear regression models. A simulation study covers a wide range of correlation levels on the models. The study result shows that the modified two-stage least squares methods can improve the efficient statistical inference since they produce unbiased estimators of parameters and reduce bias in estimating standard errors for parameter estimates.
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Introduction

Nonlinear regression models are widely used by many researchers in order to describe data measured over time. For example, a curve model is applied to analyze pharmacodynamics data obtained in studying blood glucose after injection of insulin. By using the glucose-clamp technique, the responses are glucose infusion rates along with times (Bender & Heinemann, 1995). Moreover, there are many application areas in gene expression data studied on circadian rhythms. The rhythms can control many biological processes and help to predict the effects of particular drugs and assist in the design of protocols for drug administration. Sinusoidal models are used to describe cyclic rhythms components of biological organisms (Izumo et al., 2003; Maier et al., 2009). Responses arising from all the experimental studies are measured over the course of time, and these responses give serially correlated observations.

The efficient methods used to fit nonlinear regression models with correlated errors in the case of a stationary autoregressive process of order one, AR(1), are conditional least squares (CLS) estimation (Bates & Watts, 1988) and a two-stage least squares (TS) method (Seber & Wild, 2003). Pukdee et al., (2018) presented TS and CLS methods based on the least squares procedures when assumptions on the joint distributions of the errors are not made for fitting sinusoidal models where the errors are correlated. The TS approach produced underestimated standard errors for period parameter estimates. In order to improve inferential statistics, Pukdee et al., (2020) proposed a modified two-stage least squares (MTS_{ANOVA}) method by firstly using residuals from the one-way ANOVA model to modify the correlation coefficient in a weight matrix, and secondly applying the modified weight matrix to transform nonlinear regression models. The transformed models are estimated by the ordinary least squares approach. The MTS_{ANOVA} method was applied to estimate a period parameter of sinusoidal models and its standard error was more accurate. In this paper, the TS method modified by using the CLS procedure to estimate the correlation coefficient in a weight matrix is proposed, and this is here called the MTS_{CLS} method. Moreover, these modified two-stage MTS_{CLS} and MTS_{ANOVA} methods are used to estimate all the parameters of nonlinear regression models with correlated errors in literatures, i.e., exponential growth, log-normal as well as sinusoidal models, and then compared them with the TS method.

Methods

This section provides analysis methods for studying correlated data. The observed data is presented as a general nonlinear regression model with correlated errors,

\[ y_i = f(t_i; \theta) + \varepsilon_i, \quad i = 1, \ldots, r. \]  

(1)
where \( y_i = (y_{i,1}, \ldots, y_{i,n})' \) is a response variable vector for the \( i \)th dataset at \( n \) time points, and each observed data with sample size \( n \) is measured for \( r \) replicates, \( t_i = (t_{i,1}, \ldots, t_{i,n})' \) is a time vector as an independent variable, \( f(t_i; \theta) = (f(t_{i,1}; \theta), \ldots, f(t_{i,n}; \theta))' \) is any nonlinear function of \( t \) with an unknown parameter vector \( \theta \) and \( \varepsilon_i = (\varepsilon_{i,1}, \ldots, \varepsilon_{i,n})' \) is an error under assuming a stationary autoregressive process of order one, AR(1), as given by

\[
\varepsilon_{i,j} = \rho \varepsilon_{i,j-1} + \delta_{i,j}; \quad j = 1, \ldots, n, \tag{2}
\]

where \( |\rho| < 1 \) is the simple correlation between errors \( \varepsilon_{i,j} \) and \( \varepsilon_{i,j-1} \), \( \delta_{i,j} \) are random errors assumed to be independent and identically distributed (i.i.d.) variables with zero mean and constant variance.

Nonlinear functions to model the correlated data are used and found in the literatures as follows:

\[
f(t_i; \theta) = \theta_1 \left( 1 - \theta_2 \exp \left( -\theta_3 t \right) \right) \tag{3}
\]

is an exponential growth function with an unknown parameter vector \( \theta = (\theta_1, \theta_2, \theta_3)' \) where \( \theta_1, \theta_2, \theta_3 \) are the maximum observed data, an initial value of the response at the reaction time point and a rate constant, as presented by Bates & Watts (1988). Next, shown in Bender & Heinemann (1995) the log-normal function is

\[
f(t_i; \theta) = \frac{A}{t} \exp \left( -B \left[ \log(t) - C \right]^2 \right), \tag{4}\]

where the parameter vector of the function is \( \theta = (A, B, C)' \) and \( A, B, C \) are the regression coefficients of the log-normal function (Bender, 2000). Finally, the one-sine function adapted from Izumo et al. (2003) by adding a linear trend is

\[
f(t_i; \theta) = \alpha + \beta t + a \exp(-dt) \sin \left( \frac{2 \pi t}{\tau} + \Phi \right), \tag{5}\]

where the vector of unknown parameters is \( \theta = (\alpha, \beta, a, d, \tau, \Phi)' \) and let \( \alpha, \beta \) be intercept and slope of the regression line, \( a, d, \tau, \Phi \) are the amplitude, a damping parameter, the period and the phase of the sine wave, respectively.
These three nonlinear regression functions with the AR(1) errors are fitted by a two-stage least squares method and modified two-stage least squares estimation. These methods are described below and are based on the least squares procedure.

The Two-stage least squares method

In order to estimate parameters of a nonlinear regression with the AR(1) error structure, the two-stage least squares (TS) method has two least squares procedures. Firstly, ignoring the correlation structure, the model (1) is fitted by ordinary least squares (OLS) estimation to produce parameter estimates \( \hat{\theta}_{\text{OLS}} \) and fitted values \( f(t; \hat{\theta}_{\text{OLS}}) \). The residual vector for the \( i^{th} \) dataset

\[
\hat{e}_i = y_i - f(t; \hat{\theta}_{\text{OLS}}),
\]

is calculated to produce an estimate of the correlation \( \rho_i \) given by Park & Mitchell (1980) as

\[
\hat{\rho}_i = \frac{\sum_{j=2}^{n} \hat{e}_{i,j} \hat{e}_{i,j-1}}{\sum_{j=2}^{n} \hat{e}_{i,j}^2}.
\]

The mean of the \( r \) estimates obtained by \( \hat{\rho} = \frac{\hat{\rho}_1 + \cdots + \hat{\rho}_r}{r} \), is used to estimate the simple correlation coefficient \( \rho \), and to construct the \( n \times n \) weight matrix \( \hat{R}_i \) of elements \( \hat{\rho} \) as

\[
\hat{R}_i = \begin{bmatrix}
\sqrt{1 - \hat{\rho}^2} & 0 & 0 & \cdots & 0 \\
-\hat{\rho} & 1 & 0 & \cdots & 0 \\
0 & -\hat{\rho} & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & -\hat{\rho} & 1
\end{bmatrix}
\]

Secondly, to transform the model (1) to an OLS model, the model multiplied by \( \hat{R}_i \) is
\[ z_i = g(t_i; \theta) + \delta_i \quad i = 1, \ldots, r, \tag{9} \]

where \( z_i = \hat{\mathbf{r}}_i \mathbf{y}_i, g(t_i; \theta) = \hat{\mathbf{r}}_i f(t_i; \theta) + \hat{\mathbf{r}}_i \mathbf{g}_i \). The TS model (9), as transformed under i.i.d. errors \( \delta_i \sim (0, \sigma^2 I_r) \), can be fitted by using OLS (Seber & Wild, 2003). The TS method produces parameter estimates \( \hat{\theta}_{i,1} \) with asymptotic properties as \( \hat{\theta}_{OLS} \) (Gallant & Goebel, 1976).

**Modified Two-stage least squares estimation**

This estimation develops a modification to the previous TS method. The first stage of the TS method constructs the weight matrix \( \hat{\mathbf{r}}_i \) (8) of elements \( \hat{\rho} \) by using the mean of (7) from the residuals obtained by (6) based on the OLS estimation, but the matrix \( \hat{\mathbf{r}}_i \) in the modified two-stage least squares (MTS) estimation can use different correlation coefficients (Asikgil & Erar, 2009).

The correlation coefficient based on the conditional least squares (CLS) approach with correlated errors under a stationary AR(1) process, \( \hat{\rho}_{CLS} \), is estimated by minimizing

\[ S(\theta, \rho) = \sum_{i=1}^{r} \sum_{j=2}^{n} \left( y_{i,j} - \rho y_{i,j-1} - f(t_{i,j}; \theta) + \rho f(t_{i,j-1}; \theta) \right)^2, \tag{10} \]

with respect to \( \theta \) and \( \rho \) simultaneously.

Alternatively, instead of directly using the correlation estimated from (10), the first step is to produce residuals from fitting a one-way ANOVA model of the replicate observations at each time point. That residual is

\[ \hat{\varepsilon}_o = y_o - \bar{y}_{j,\text{rep}}, \tag{11} \]

where \( \bar{y}_{j,\text{rep}} \) is the sample mean for the \( j \)th time point, and the residual (11) is next used to estimate the correlation coefficient (7) for each replicate. This correlation coefficient is \( \hat{\rho}_{ANOVA} \) (Pukdee et al., 2020). With correlation coefficients \( \hat{\rho}_{CLS} \) and \( \hat{\rho}_{ANOVA} \) replaced in the weight matrix (8) respectively, the MTS methods are then used to fit nonlinear regression models in the second step as the same previous method.
Simulation study

In order to compare the performance of the above methods, each simulated dataset is generated from the CLS model in case of the AR(1) errors that the first observation is \( y_{i,1} = f(t_{i,1}; \theta) + \delta_{i,1} \), but the next one \( y_{i,j} \) is generated as follows:

\[
y_{i,j} = \rho y_{i,j-1} + f(t_{i,j}; \theta) - \rho f(t_{i,j-i}; \theta) + \delta_{i,j}; \quad j = 2, \ldots, n,
\]

where \( f(t_{i,j}; \theta) \) is the function (3) with known parameters, as given by

\[
f(t_{i,j}; \theta) = 35 \left(1 - 0.91 \exp \left(-0.22t_{i,j}\right)\right),
\]

let \( \delta_{i,j} \sim N(0, 0.2^2), t_{i,j} = 2.45, 2.55, \ldots, 7.75 \) and \( n = 54 \). Next, the function (4) with a known parameter vector is

\[
f(t_{i,j}; \theta) = \frac{1000}{t_{i,j}} \exp \left(-1 \left[ \log(t_{i,j}) - 6 \right]^2 \right),
\]

with \( \delta_{i,j} \sim N(0, 0.5^2), t_{i,j} = 10, 20, \ldots, 1000 \) and \( n = 100 \). Finally, the function (5) of values of a parameter vector is

\[
f(t_{i,j}; \theta) = 330 - 3t_{i,j} + 180 \exp(-0.07t_{i,j}) \sin \left\{ \frac{2\pi t_{i,j}}{24} + 0.31 \right\},
\]

where \( \delta_{i,j} \sim N(0, 5^2), t_{i,j} = 0.1, 0.5, \ldots, 0.78 \) and \( n = 53 \). In the simulation study, for four replicates, \( r = 4 \), repeated measures are simulated datasets, \( y_{i,j}, \ldots, y_{i,n} \), at each time point. Examples of simulated datasets under the three nonlinear models are shown in Figure 1.
Figure 1  Examples of the simulated datasets for four replicates generated by the following functions:

(a) exponential growth, (b) log-normal and (c) one-sine with the AR(1) errors at $\rho = 0.25$.

At a level of $\rho$ (0, 0.25, 0.75), each simulated dataset is run with a total of 20,000 replicate studies by using the R software (R Core Team, 2013) with the nls function based on a Gauss-Newton algorithm (Ritz & Streibig, 2008; Crawley, 2013). Bias of estimates, coverage probability and accuracy of the variance estimators from the three methods are next used to compare. The percentage bias of the estimator of the parameter is

$$% \text{Bias} = 100 \left( \frac{\hat{\theta} - \theta}{\theta} \right).$$

where $\hat{\theta}$ is the mean of $\hat{\theta}_m$ and $\hat{\theta}_m$ is the parameter estimate obtained from the $m^{th}$ simulation run ($m = 1, 2, \ldots, M$). To evaluate the precision of the standard error for parameter estimates, the percentage relative difference between the standard error and the standard deviation for the estimate is

$$% \text{Diff} = 100 \left( \frac{SE(\hat{\theta}) - \text{SD}(\hat{\theta})}{\text{SD}(\hat{\theta})} \right).$$

where $\text{SD}(\hat{\theta}) = \sqrt{\frac{1}{M-1} \sum_{m=1}^{M} (\hat{\theta}_m - \hat{\theta})^2}$ and $SE(\hat{\theta}) = \frac{1}{M} \sum_{m=1}^{M} SE(\hat{\theta}_m)$, with $SE(\hat{\theta}_m)$ the estimated standard error of the estimate from the $m^{th}$ simulated dataset. The estimated coverage probability (CP) is the proportion of times that the $100(1 - \alpha)\%$ confidence interval covers the true value of $\theta$, as given by
where \( t_{\alpha} \) is the critical value of student \( t \) distribution with the significance level \( \alpha \) and degrees of freedom \( v \).

In the simulation study, the simulated datasets (12) are analyzed by fitting the nonlinear regression, based on the Gauss-Newton iterative algorithm with initial values setting for both \( \theta \) in (13)-(15) and the level of \( \rho \), in which this setting is close to the parameter estimate with the total number of successful fits \( M \).

Results

This section shows results of the simulation evaluation by means of the two-stage least squares method and modified two-stage least squares methods in fitting the nonlinear regression models described in the previous section. Evaluations are presented by using percentage bias (%Bias), percentage relative difference (%Diff) and coverage probability (CP) of 95% confidence interval for the parameter estimates for all \( \rho \) (0.00, 0.25 and 0.75).

Table 1 Percentage bias, percentage relative difference and coverage probability of the parameter estimates when the fitted model is the exponential growth function

<table>
<thead>
<tr>
<th>( \hat{\theta} )</th>
<th>( \rho )</th>
<th>%Bias</th>
<th>%Diff</th>
<th>CP</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{\theta}_1 )</td>
<td>0.00</td>
<td>0.0206</td>
<td>-1.3946</td>
<td>0.9434</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.0260</td>
<td>-1.4424</td>
<td>0.9465</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>0.1183</td>
<td>-4.8547</td>
<td>0.9471</td>
</tr>
<tr>
<td>( \hat{\theta}_2 )</td>
<td>0.00</td>
<td>0.0064</td>
<td>-0.8739</td>
<td>0.9472</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.0227</td>
<td>-1.4270</td>
<td>0.9454</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>0.1181</td>
<td>8.9984</td>
<td>0.9619</td>
</tr>
<tr>
<td>( \hat{\theta}_3 )</td>
<td>0.00</td>
<td>0.0145</td>
<td>-2.8282</td>
<td>0.9370</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.0137</td>
<td>-3.4324</td>
<td>0.9394</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>0.1180</td>
<td>-12.8529</td>
<td>0.9067</td>
</tr>
</tbody>
</table>

It can be seen from Table 1 that %Bias for all three methods applied to fit simulated data generated by the exponential growth function are comparable and they are unbiased for all scenarios. However, %Diff of TS and \( \text{MTS}_{\text{CLS}} \) methods are negative and biased in estimating the standard error of parameter estimates. And also the coverage probability of the TS method is significantly less than 95%, but the one from the \( \text{MTS}_{\text{CLS}} \) method is quite good. On the other hand, %Diff of the \( \text{MTS}_{\text{ANOVA}} \) method is getting to zero, so its coverage probability is quite better and close to the expected value. Except for \( \hat{\theta}_3 \), the estimated standard error of the \( \text{MTS}_{\text{ANOVA}} \) method is slightly
underestimated at a high correlation, i.e. 0.75, and it makes the percentage coverage probability approximately 94%. Noticeably, since the standard error of $\hat{\theta}$ for the three methods are positive and large at $\rho = 0.75$, as shown in %Diff, their coverage probabilities are bigger than 0.95.

For all the methods for estimating parameters of the log-normal model, all the bias of parameter estimates are small, even when the correlation levels increase. Obviously, the bias of the estimated standard errors, as presented by %Diff, obtained from the TS method is much underestimated when the correlation is high, and its coverage probability is around 0.92. While the standard error of the MTS_{CLS} method is good, but it still produces the poorer coverage probability than that of the MTS_{ANOVA} method, as provided in Table 2.

**Table 2** Percentage bias, percentage relative difference and coverage probability of the parameter estimates when the fitted model is the log-normal function

<table>
<thead>
<tr>
<th>$\hat{\theta}$</th>
<th>$\rho$</th>
<th>%Bias</th>
<th>%Diff</th>
<th>CP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>TS</td>
<td>MTS_{CLS}</td>
<td>MTS_{ANOVA}</td>
</tr>
<tr>
<td>$\hat{\theta}$</td>
<td>0.00</td>
<td>0.0373</td>
<td>0.0376</td>
<td>-0.8332</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.1083</td>
<td>0.1083</td>
<td>-1.1978</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>0.6028</td>
<td>0.6004</td>
<td>-6.8943</td>
</tr>
<tr>
<td>$\hat{\theta}$</td>
<td>0.00</td>
<td>0.1177</td>
<td>0.1176</td>
<td>-0.9510</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.3218</td>
<td>0.3217</td>
<td>-1.2433</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>1.4164</td>
<td>1.4127</td>
<td>-8.2625</td>
</tr>
<tr>
<td>$\hat{\theta}$</td>
<td>0.00</td>
<td>0.0018</td>
<td>0.0018</td>
<td>-0.9606</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.0014</td>
<td>0.0014</td>
<td>-0.5547</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>0.0637</td>
<td>0.0631</td>
<td>-8.8416</td>
</tr>
</tbody>
</table>
Table 3  Percentage bias, percentage relative difference and coverage probability of the parameter estimates when the fitted model is the one-sine function

<table>
<thead>
<tr>
<th>ϕ</th>
<th>ρ</th>
<th>%Bias</th>
<th>%Diff</th>
<th>CP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>TS</td>
<td>MTS&lt;sub&gt;CLS&lt;/sub&gt;</td>
<td>MTS&lt;sub&gt;ANOVA&lt;/sub&gt;</td>
</tr>
<tr>
<td>0.00</td>
<td>0.0028</td>
<td>0.0025</td>
<td>0.0028</td>
<td>-2.6828</td>
</tr>
<tr>
<td>0.25</td>
<td>-0.0026</td>
<td>-0.0026</td>
<td>-0.0026</td>
<td>-3.6150</td>
</tr>
<tr>
<td>0.75</td>
<td>0.0068</td>
<td>0.0071</td>
<td>0.0070</td>
<td>-10.9039</td>
</tr>
<tr>
<td>0.00</td>
<td>0.0033</td>
<td>0.0038</td>
<td>0.0034</td>
<td>-2.5209</td>
</tr>
<tr>
<td>0.25</td>
<td>-0.0033</td>
<td>-0.0033</td>
<td>-0.0032</td>
<td>-3.8440</td>
</tr>
<tr>
<td>0.75</td>
<td>-0.0090</td>
<td>-0.0083</td>
<td>-0.0079</td>
<td>-11.2689</td>
</tr>
<tr>
<td>0.00</td>
<td>-0.0014</td>
<td>-0.0009</td>
<td>-0.0012</td>
<td>-2.3057</td>
</tr>
<tr>
<td>0.25</td>
<td>0.0256</td>
<td>0.0259</td>
<td>0.0261</td>
<td>-3.2248</td>
</tr>
<tr>
<td>0.75</td>
<td>0.0151</td>
<td>0.0126</td>
<td>0.0151</td>
<td>-6.9832</td>
</tr>
<tr>
<td>0.00</td>
<td>-0.0143</td>
<td>-0.0145</td>
<td>-0.0138</td>
<td>-3.3004</td>
</tr>
<tr>
<td>0.25</td>
<td>0.0054</td>
<td>0.0061</td>
<td>0.0062</td>
<td>-3.5905</td>
</tr>
<tr>
<td>0.75</td>
<td>-0.0693</td>
<td>-0.0719</td>
<td>-0.0678</td>
<td>-5.6647</td>
</tr>
<tr>
<td>0.00</td>
<td>0.0070</td>
<td>0.0072</td>
<td>0.0070</td>
<td>-1.9816</td>
</tr>
<tr>
<td>0.25</td>
<td>0.0055</td>
<td>0.0054</td>
<td>0.0053</td>
<td>-2.5437</td>
</tr>
<tr>
<td>0.75</td>
<td>0.0175</td>
<td>0.0168</td>
<td>0.0161</td>
<td>-3.8802</td>
</tr>
</tbody>
</table>

When the one-sine model is fitted, %Bias for all parameter estimates obtained by all the methods are similar for all correlation coefficients. Almost values of %Diff are negative, but except for the bias in estimating the standard error from the MTS<sub>ANOVA</sub> method. As TS and MTS<sub>CLS</sub> methods provide more biased variance estimates than the MTS<sub>ANOVA</sub> method, the coverage probabilities of TS and MTS<sub>CLS</sub> methods are quite poor. The standard error of ϕ based on the MTS<sub>ANOVA</sub> method is the best choice at ρ = 0 while the MTS<sub>CLS</sub> method is the best one at ρ = 0.25. However, the three methods produce significantly inflated bias in the standard error of ϕ for ρ = 0.75, as shown in %Diff, their coverage probabilities are considerably larger than 0.95, as proved in Table 3.

In summary, the MTS<sub>ANOVA</sub> and MTS<sub>CLS</sub> methods are good performances in terms of parameter estimates and standard errors. On the other hand, the TS method gives significantly underestimated standard errors of...
parameter estimates and it also provides invalid coverage probabilities. However, the three methods produce overestimated standard errors for $\hat{\theta}_2$ and $\hat{\Phi}$ at a high correlation, which will be discussed in the next section.

Discussion

The results indicate that the methods, the two-stage least squares (TS) method and modified two-stage least squares estimation ($MTS_{CLS}$ and $MTS_{ANOVA}$ methods) for fitting nonlinear regression models, exponential growth, log-normal and one-sine functions, with correlated errors in the case of AR(1) produce small estimates, as shown by %Bias in Tables 1-3. And also, standard error estimates are slightly biased when correlation coefficients are low, which corresponded with Bender & Heinemann (1995), as dictated in Table 2. However, the TS method produces %Diff worst, which leads to invalid coverage probabilities (CP). Moreover, for a high correlation, the expected values of CP from the TS method are more inappropriate than the ones of $MTS_{CLS}$ and $MTS_{ANOVA}$ methods, as given in Tables 1-3. While the estimated standard errors for parameter estimates $\hat{\theta}_2$ of the exponential growth function and $\hat{\Phi}$ for the fitted one-sine model, as respectively, are overestimated, these three methods based on the least squares estimation give wrong conclusions of the coverage probabilities of the parameters, so for further work the author will propose methods exploring more accurate variance estimation by using maximum likelihood procedures.

Conclusions

In order to improve inferential statistics, the modified two-stage least squares methods that explicitly account for the correlation are proposed. The methods are developed by using the correlation estimates based on conditional least squares (the $MTS_{CLS}$ method) and applying pure errors from the one-way ANOVA model (the $MTS_{ANOVA}$ method) to compute the correlation coefficient in the weight matrix. The proposed methods are compared to the two-stage least squares (TS) estimation for fitting nonlinear regression models. Simulation results suggest even when these methods produce unbiased estimators of the parameters, almost all outcomes of the TS method are poorer for both standard errors of parameter estimates and confidence intervals than those of the MTS methods.
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